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1
MEMORY AGENT CORE CLOCK ALIGNED
TO LANE

BACKGROUND

FIG. 1 illustrates a prior art memory system known
informally as RamLink, which was proposed as a standard
by the Institute of Electrical and Electronics Engineers
(IEEE). The standard was designated as IEEE Std 1596.4-
1996 and is known formally as IEFEE Standard for High-
Bandwidth Memory Interface Based on Scalable Coherent
Interface (SCI) Signaling Technology (RamLink). The sys-
tem of FIG. 1 includes a memory controller 10 and one or
more memory modules 12. The memory controller 10 is
typically either built into a processor or fabricated on a
companion chipset for a processor. Each memory module 12
has a slave interface 14 that has one link input and one link
output. The components are arranged in a RamLink signal-
ing topology known as Ringl.ink with unidirectional links
16 between components. A control interface 18 on each
module interfaces the slave interface 14 with memory
devices 20. In the system shown in FIG. 1, another Ram[ink
signaling topology known as SyncLink is used between the
slave interfaces and memory devices.

The purpose of the Ramlink system is to provide a
processor with high-speed access to the memory devices.
Data is transferred between the memory controller and
modules in packets that circulate along the Ringlink. The
controller is responsible for generating all request packets
and scheduling the return of slave response packets.

A write transaction is initiated when the controller sends
a request packet including command, address, time, and data
to a particular module. The packet is passed from module to
module until it reaches the intended slave, which then passes
the data to one of the memory devices for storage. The slave
then sends a response packet, which is passed from module
to module until it reaches the controller to confirm that the
write transaction was completed.

A read transaction is initiated when the controller sends a
request packet including command, address, and time to a
module. The slave on that module retrieves the requested
data from one of the memory devices and returns it to the
controller in a response packet, which is again passed from
module to module until it reaches the controller.

FIG. 2 illustrates a prior art Ramlink slave interface
circuit. In the circuit of FIG. 2, source-synchronous strobing
is use to clock the incoming data signals. That is, a strobe
signal, which accompanies the incoming data signals, is
used to sample the incoming data. The circuit of FIG. 2 uses
a phase-locked loop (PLL) to generate a stable local clock
signal from a reference clock signal that is distributed to
other slave interface circuits. The local clock signal is used
to reclock the outgoing data signal so as to avoid cumulative
jitter as the data is passed along downstream.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a prior art RamLink memory system.

FIG. 2 illustrates a prior art Ramlink slave interface
circuit.

FIG. 3 illustrates an embodiment of a memory interface
system according to the inventive principles of this disclo-
sure.

FIG. 4 illustrates an embodiment of a memory module
according to the inventive principles of this disclosure.
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FIG. 5 illustrates another embodiment of a memory
module and an embodiment of a memory buffer according to
the inventive principles of this disclosure.

FIG. 6 illustrates additional example embodiments of a
memory system, memory modules, and memory buffers
according to the inventive principles of this disclosure.

FIG. 7 illustrates another example embodiment of a
memory buffer according to the inventive principles of this
disclosure.

FIG. 8 illustrates an embodiment of a redrive circuit
according to the inventive principles of this disclosure.

FIG. 9 illustrates an embodiment of an I/O cell according
to the inventive principles of this disclosure.

FIG. 10 illustrates another embodiment of an I/O cell
according to the inventive principles of this disclosure.

FIG. 11 illustrates another embodiment of an I/O cell
according to the inventive principles of this disclosure.

FIG. 12 illustrates another embodiment of an I/O cell
according to the inventive principles of this disclosure.

FIG. 13 illustrates an embodiment of a fail-over circuit
according to the inventive principles of this disclosure.

FIG. 14 illustrates another embodiment of a fail-over
circuit operating in a normal mode according to the inven-
tive principles of this disclosure.

FIG. 15 illustrates another embodiment of a fail-over
circuit operating in a fail-over mode according to the inven-
tive principles of this disclosure.

FIG. 16 illustrates an embodiment of a memory buffer
with bit lane fail-over capability according to the inventive
principles of this disclosure.

FIG. 17 illustrates an embodiment of a memory controller
with bit lane fail-over capability according to the inventive
principles of this disclosure.

FIG. 18 illustrates an embodiment of a method for imple-
menting permuting status patterns according to the inventive
principles of this disclosure.

FIG. 19 illustrates an embodiment of a permuting pattern
generator in accordance with the inventive principles of this
disclosure.

FIGS. 20 through 23 illustrate example embodiments of
status patterns in accordance with the inventive principles of
this disclosure.

FIG. 24 illustrates an embodiment of a memory agent
according to the inventive principles of this disclosure.

FIG. 25 illustrates an embodiment of a polling operation
according to the inventive principles of this disclosure.

FIG. 26 illustrates an embodiment of a memory module
utilizing data accumulation according to the inventive prin-
ciples of this disclosure.

FIG. 27 illustrates another embodiment of a memory
module and an embodiment of a memory buffer utilizing
data accumulation according to the inventive principles of
this disclosure.

FIG. 28 illustrates another example embodiment of a
memory buffer utilizing data accumulation according to the
inventive principles of this disclosure.

FIG. 29 illustrates an example embodiment of a frame
according to the inventive principles of this disclosure.

FIG. 30 illustrates an example embodiment of a scheme
for delivering a check code across multiple frames according
to the inventive principles of this disclosure.

FIG. 31 illustrates an embodiment of a frame transfer
scheme incorporating early check code delivery and distrib-
uted check codes according to various inventive principles
of this disclosure.
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FIG. 32 illustrates an embodiment of a memory agent, in
this example assumed to be a memory module or buffer,
according to the inventive principles of this disclosure.

FIG. 33 illustrates example embodiments of two possible
bit lane mappings according to the inventive principles of
this disclosure.

FIG. 34 illustrates an example embodiment of a memory
agent according to the inventive principles of this disclosure.

DETAILED DESCRIPTION

This disclosure encompasses numerous inventions that
have independent utility. In some cases, additional benefits
are realized when some of the principles are utilized in
various combinations with one another, thus giving rise to
additional inventions. These principles may be realized in
myriad embodiments. Although some specific details are
shown for purposes of illustrating the inventive principles,
numerous other arrangements may be devised in accordance
with the inventive principles of this disclosure. Thus, the
inventive principles are not limited to the specific details
disclosed herein.

FIG. 3 illustrates an embodiment of a memory interface
system according to the inventive principles of this disclo-
sure. The system of FIG. 3 includes a memory controller 50
and one or more memory modules 52 that communicate
through a channel made up of unidirectional links. The
channel has an outbound path that includes one or more
outbound links 54, and an inbound path that includes one or
more inbound links 56. Each module may be capable of
redriving signals from link to link on the outbound path and
from link to link on the inbound path. Each module may also
be capable of selectively disabling any redrive features, for
example, if the module detects that it is the outermost
module, or responsive to a command from the memory
controller.

Each module includes one or more memory devices 58
arranged to transfer data to and/or from one or more of the
paths. For example, the module may be arranged such that
data from the outbound path is transferred to a memory
device, and data from the memory device is transferred to
the inbound path. One or more buffers may be disposed
between one or more memory devices and one or more of
the paths. The modules and controller are not limited to any
particular mechanical arrangement. For example, the mod-
ules may be fabricated on substrates separate from the rest
of'the system, they may be fabricated on a common substrate
with the controller and links, or they may be realized in any
other mechanical arrangement. The modules are also not
limited to any particular type of memory device, e.g., read
only memory (ROM), dynamic random access memory
(DRAM), flash memory, etc.

FIG. 4 illustrates an embodiment of a memory module
according to the inventive principles of this disclosure. The
module of FIG. 4 includes two redrive circuits 60 and 62 to
receive signals on unidirectional links 54A and 56A, and
redrive the signals on unidirectional links 54B and 56B,
respectively. One or more memory devices 58 are arranged
to transfer data to and/or from one or more of the redrive
circuits.

The module of FIG. 4 is not limited to any particular
arrangement of unidirectional links or any particular
arrangement for transferring data to and/or from the redrive
circuits. If the module of FIG. 4 is to be used in a memory
system such as that shown in FIG. 3, then redrive circuit 60
might be designated as an outbound redrive circuit and
arranged to receive and redrive signals on an outbound path

20

25

30

35

40

45

50

55

60

65

4

including links 54 A and 54B, and the other redrive circuit 62
might be designated as an inbound redrive circuit and
arranged to receive and redrive signals on an inbound path
including links 56 A and 56B. In this example, one or more
memory devices 58 may be arranged so that data is trans-
ferred from the outbound redrive circuit 60 to the memory
device(s) and from the memory device(s) to the inbound
redrive circuit 62.

The module may be capable of detecting if it is the
outermost module on a channel and selectively disabling any
redrive features accordingly. For example, if the module of
FIG. 4 is to be used in a memory system such as that shown
in FIG. 3, and the module detects that it is the outermost
module, the outbound redrive circuit receives incoming
signals on link 54 A but does not redrive them. Likewise, the
inbound redrive circuit only drives link 56B with signals
corresponding to data received from the memory device(s),
and/or other signals that may be generated internally by the
module. Alternatively, even if the module detects that it is
not the outermost module, it may be constructed so that it is
capable of operating as though it is the outermost module
(for example, in response to a command from a memory
controller), in which case it may ignore signals received on
inbound link 56A, and it may not redrive signals onto
outbound link 54B.

FIG. 5 illustrates another embodiment of a memory
module and an embodiment of a memory buffer according to
the inventive principles of this disclosure. The module of
FIG. 5 includes a memory buffer 64 having two redrive
circuits 60 and 62 to receive signals on unidirectional links
54A and 56A, and redrive the signals on unidirectional links
54B and 56B, respectively. The memory buffer also includes
a memory interface 66 arranged to transfer data to and from
one or more memory devices 58. The buffer may be capable
of detecting if it is the last agent on a channel and selectively
disabling any redrive features accordingly. The buffer may
be capable of operating as though it is the last agent on a
channel, even if it is not, for example, responsive to a
command from a memory controller. As used herein, agent
refers to any memory controller (also called a host), module,
buffer, etc. that is interfaced to the channel.

The module and buffer of FIG. 5 are not limited to any
particular arrangement of unidirectional links or any par-
ticular arrangement for transferring between the memory
interface and the redrive circuits. If the module of FIG. 5 is
to be used in a memory system such as that shown in FIG.
3, then redrive circuit 60 might be designated as an outbound
redrive circuit and arranged to receive and redrive signals on
an outbound path including links 54 A and 54B, and the other
redrive circuit 62 might be designated as an inbound redrive
circuit and arranged to receive and redrive signals on an
inbound path including links 56A and 56B. In this example,
the memory interface may be configured to receive data
from the outbound redrive circuit 60 and to send data to the
inbound redrive circuit 62.

Various mechanical arrangements may be used to imple-
ment the memory modules and/or buffer of FIGS. 4 and 5.
For example, the memory devices 58, redrive circuits 60 and
62, and buffer 64 may all be realized as separate integrated
circuits mounted on a common circuit board or on separate
circuit boards. Various combinations of the components may
be fabricated together on a common integrated circuit, or
they all might be fabricated on a single integrated circuit.
The circuit board or boards, if any, may be capable of being
plugged into sockets on a motherboard, fabricated integral
with a motherboard, or arranged in any other way. There
may not be a circuit board, for example, if the components



US 7,212,423 B2

5

are fabricated as part of a multi-chip module. A memory
buffer according to the inventive principles of this disclosure
may be used to interface devices other than memory devices
to a channel. For example a memory buffer according to the
inventive principles of this disclosure may be used to
interface an I/O controller or a bridge to a channel.

Additional embodiments of apparatus according to the
inventive principles of this disclosure are described with
reference to “inbound” and “outbound” paths, links, redrive
circuits, etc. to facilitate an understanding of how the
apparatus may be utilized in a memory system such as the
embodiment shown in FIG. 3. These apparatus, however, are
not limited to any particular arrangement of unidirectional
links, to the particular arrangements shown for transferring
data between the links and other circuitry, or to any of the
implementation details shown.

FIG. 6 illustrates additional example embodiments of a
memory system, memory modules, and memory buffers
according to the inventive principles of this disclosure.
Referring to FIG. 6, one or more memory modules 52 are
based on printed circuit boards having contact fingers along
both sides of one edge to create a dual inline memory
module (DIMM) that may be plugged into a connector on
another circuit board that holds other components of the
system. An existing form-factor may be adopted for the
module, for example the DIMM form-factor used for Double
Data Rate II (DDR2) dynamic random access memory
(DRAM) modules.

The modules are populated with memory devices 58, for
example, commodity-type DRAM such as DDR2 DRAM. A
memory buffer 64 on each module isolates the memory
devices from a channel that interfaces the modules to the
memory controller 50, which is also referred to as a host.
The channel has point-to-point interconnects with an out-
bound path that includes outbound links 54, and an inbound
path that includes inbound links 56. The links may be
implemented with parallel unidirectional bit lanes using
low-voltage differential signals.

In the embodiments of FIG. 6, no additional signal lines
are used for functions such as command, reset, initialization,
and the like. Instead, these functions are encoded directly in
the data sent over the channel. Alternatively, however, any
number of additional signal lines may be used to implement
such functions.

Areference clock signal REF CLK is generated by a clock
synthesizer 76 distributed to the host and modules, maybe
through a clock buffer 78. This facilitates a quasi-asynchro-
nous clocking scheme in which locally generated clock
signals are used to sample and redrive incoming data.
Because a common reference clock is available at each
agent, data signals may be clocked without any frequency
tracking. Alternatively, a local clock signal may be gener-
ated independently of any reference clock. As another alter-
native, a synchronous clocking scheme such as source
synchronous strobing may be used.

In one possible embodiment, the host initiates data trans-
fers by sending data, maybe in packets or frames (terms used
interchangeably here), to the innermost module on the
outbound path. The innermost module receives and redrives
the data to the next module on the outbound path. Each
module receives and redrives the outbound data until it
reaches the outermost module. Although the outermost
module could attempt to redrive the data to a “nonexistent”
outbound link, each module may be capable of detecting (or
being instructed) that it is the outermost module and dis-
abling any redrive circuitry to reduce unnecessary power
consumption, noise, etc. In this embodiment, data transfers
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in the direction of the host, i.e., inbound, are initiated by the
outermost module. Each module receives and redrives
inbound data along the inbound path until it reaches the host.

Any suitable communication protocol may be used over
the physical channel. For example, the host may be desig-
nated to initiate and schedule all inbound and outbound data
transfers. Alternatively, any agent may be allowed to initiate
data transfers. Frames of data may be configured to carry
commands, read data, write data, status information, error
information, initialization data, idle patterns, etc., or any
combination thereof. A protocol may be implemented such
that, when the host sends a command frame to a target
module along the outbound path, the target module responds
by immediately sending a response frame back to the host
along the inbound path. In such an embodiment, the target
module does not redrive the command frame on the out-
bound path.

In an alternative embodiment, the target module receives
the command frame and then redrives the command frame
on the outbound path. When the outermost module receives
the command frame, it initiates a response frame (maybe
nothing more than an idle frame) on the inbound path. The
target module waits until the response frame reaches its
inbound receiver. The target module then mergers its
response into the inbound data stream, e.g., by replacing the
response frame sent by the outermost module with the target
module’s true response frame.

FIG. 7 illustrates another example embodiment of a
memory buffer according to the inventive principles of this
disclosure. The memory buffer of FIG. 7 includes an out-
bound redrive circuit 60 to receive and redrive signals on an
outbound path including links 54 A and 54B, and an inbound
redrive circuit 62 to receive and redrive signals on an
inbound path including links 56A and 56B. A memory
interface 66 interfaces the buffer to one or more memory
devices, which may be through a memory bus 68. The
memory interface may include read and/or write buffers
such as FIFO buffers. Data from the outbound path is
coupled to the memory interface, which may be through a
deskew circuit 70 which eliminates skew between bits of
data if the outbound path has more than one bit lane. A
pattern generator 72 may be used to generate status patterns
to transmit onto the inbound path, for example, if the buffer
happens to be the outermost agent on a channel, in which
case, there may be no signals being received on incoming
inbound link 56 A. A multiplexer 74 selectively couples data
from the memory interface or pattern generator to the
inbound redrive circuit.

The memory interface is not limited to any particular
arrangement, and it may be compatible with standard
memory devices, particularly commodity memory devices
such as DDR2 DRAM. The entire memory buffer may be
integrated on a single integrated circuit, it may be integrated
into one or more memory devices, its constituent elements
may be integrated onto separate components, or any other
mechanical arrangement may be employed. The embodi-
ment shown in FIG. 7 is exemplary only, and other embodi-
ments are possible in accordance with the inventive prin-
ciples of this disclosure. For example, the embodiment of
FIG. 7 is shown with unidirectional data flowing from the
outbound redrive circuit to the memory interface and from
the memory interface to the inbound redrive circuit. This
data flow, however, may be bi-directional, and other
arrangements are contemplated. Even if the embodiment of
FIG. 7 is to be used in a channel system in which data for
the memory interface only needs to flow as shown in FIG.
7, it may still be realized with redrive circuits having full
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bi-directional data access as this may facilitate, for example,
implementation of built-in self-test (BIST) functions, in
which case a second deskew circuit for deskewing data from
the inbound path may be helpful.

FIG. 8 illustrates an embodiment of a redrive circuit
according to the inventive principles of this disclosure. The
circuit of FIG. 8 includes one or more input/output (1/O)
cells 74, each of which receives an input data signal RX that
it may redrive as an output data signal TX. Alternatively, an
1/0 cell may substitute or merge a read data signal RDX into
the output data signal. A write data signal WDX may be
taken from the input data signal, either before or after it is
redriven as the output data signal.

The “X” in any of the above signal names indicates that
it might be one of multiple similar signals depending on the
number of 1/O cells in the redrive circuit. For example, a
redrive circuit having nine bit lanes would have nine I/O
cells with input data signals named RO, R1 ... R8. In a
redrive circuit with only a single I/O cell, the data input
signal would be R0 or simply R. The term RX is used to refer
generically to any or all of the input data signals.

The term “write data” is used for convenience to indicate
any data being taken from the data stream traveling through
the /O cell. This does not imply, however, that write data
must be directed to a memory interface or memory device.
Likewise, “read data” refers to any data that is input to the
1/O cell, but read data may come from any source, not just
a memory device or memory interface.

Referring again to FIG. 8, a clock generator 80 generates
a number of phase clock signals PCX and a transmit clock
signal TC in response to a reference clock signal REF CLK.
The clock generator includes a phase locked loop (PLL) 82
that generates the transmit clock TC as a multiple of the
reference clock signal REF CLK, and a phase clock gen-
erator 84. In one possible embodiment, there are four phase
clock signals PC0, PC1, PC2 and PC3 spaced 90 degrees
apart and derived from the transmit clock TC. Each of the
1/0 cells may use one or more of the TC and PCX clock
signals to sample and/or redrive data signals, and/or to
generate additional local clock signals. In this embodiment,
the phase clock and transmit clock signals are stable signals
in the sense that they are not adjusted in response to the
phase of any of the input data signals RX.

FIG. 9 illustrates an embodiment of an I/O cell according
to the inventive principles of this disclosure. A receiver 86
is arranged to receive a data signal RX and redrive it as data
signal TX in response to a sampling clock signal SC. The
sampling clock signal is generated by a sampling clock
generator 88, which is capable of adjusting the sampling
clock signal in response to the data signal RX. A write data
signal WDX may be taken from the input or the output of
receiver 86. If taken from the output of the receiver as shown
in FIG. 9, the sampling clock signal SC may be used as, or
to derive, a strobe signal for the write data. The input to the
sampling clock generator may be taken from points other
than the input of the receiver as shown in FIG. 9. For
example, it may be taken from the output of the receiver as
well.

FIG. 10 illustrates another embodiment of an I/O cell
according to the inventive principles of this disclosure. In
the embodiment of FIG. 10, the sampling clock generator 88
is implemented with an interpolator 90 and a receiver
tracking unit (RTU) 92. The interpolator generates the
sampling clock signal by interpolating between a number of
phase clock signals PCX (in this case four signals that are 90
degrees out of phase) in response to a tracking signal from
the receiver tracking unit. The receiver tracking unit
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observes the data signal RX and adjusts the tracking signal
so that the sampling clock signal causes the receiver to
sample and redrive the data signal at an appropriate time.
Thus, the sampling clock signal may dynamically track the
data signal.

In one possible embodiment, the receiver tracking unit
observes transitions in the data signal RX by over sampling
the data signal and adjusting the sampling clock signal to
sample and redrive the data signal at the center of the data
eye, i.e., at the midway point between transitions in the data
signal. The sampling clock generator 88 may include a loop
filter that measures several bit cells and may eventually
determine that it should adjust the phase of the sampling
clock signal to capture the data closer to the center of the
data eye location. The input to the sampling clock generator
may be taken from points other than the input of the receiver
as shown in FIG. 10. For example, it may be taken from the
output of the receiver as well.

An embodiment of an 1/O cell according to the inventive
principles of this disclosure may be used with a scheme that
trains the 1/O cells to dynamically track the data signal. For
example, if the I/O cell of FIG. 10 is used as one of the
memory modules shown in FIG. 3, the host may periodically
send training frames onto the outbound path. These training
frames have an edge density that is adequate to assure that
the receiver tracking unit observes enough transitions in the
data signal to be able to adjust the sampling clock signal.
Likewise, the outermost module in FIG. 3 may periodically
send training frames onto the inbound path.

FIG. 11 illustrates another embodiment of an I/O cell
according to the inventive principles of this disclosure. The
embodiment of FIG. 11 is similar to that of FIG. 9, but a
buffer 94 is added in the data signal path. The buffer 94 may
be a jitter avoidance or drift compensation buffer that
compensates for voltage and temperature induced effects.
The buffer resynchronizes the data signal TX to a transmit
clock signal TC. The transmit clock signal is stable in the
sense that its phase is not adjusted in response to the data
signal the way the sample clock signal SC is.

In the embodiment of FIG. 11, the buffer is capable of
operating in either a pass-through mode, or a redrive mode
in response to a mode signal. In pass-through mode, the
signal passes through without being sampled and redriven.
In redrive mode, the signal is sampled and redriven in
response to the clock signal. This enables the /O cell to
operate in different redrive modes. In one possible embodi-
ment, the buffer operates in pass through mode if the mode
signal is asserted. This is referred to as resample mode and
may result in a shorter latency because the data signal is
being redriven by the same clock that is used to sample the
data. When the mode signal is not asserted, the buffer
operates in redrive mode, so the data is resynchronized to the
transmit clock. This is referred to as resync mode and may
result in a longer latency but may reduce jitter. The /O cell
may be designed into a memory buffer or module that has an
input for receiving the mode signal. If the memory buffer or
module is to be used on a system in which there is a
relatively short signal path to the next agent, the input may
be asserted (or not asserted depending on polarity) to cause
the 1/O cell to operate in resample mode because more jitter
may be tolerated on a short signal path. On the other hand,
if the memory buffer or module is to be used on a system in
which there is a relatively long signal path to the next agent,
the input may be de-asserted to cause the I/O cell to operate
in resync mode because this reduces jitter, albeit at the
possible expense of longer latency. Alternatively, a regis-
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tered flag may be used on the memory buffer or module, or
in a redrive circuit, or in the I/O cell itself to control the
mode signal.

FIG. 12 illustrates another embodiment of an I/O cell
according to the inventive principles of this disclosure. In
the embodiment of FIG. 12, the received and transmitted
data signals RX and TX are differential signals and are
shown traversing the edge of an integrated circuit die on
which the /O cell may be fabricated. The receiver 86
includes a sampling unit 96 and a termination unit 98. The
sampling unit samples the incoming data signal in response
to a sampling clock signal SC which is generated by
interpolator 90 in response to phase clock signals from the
sampling clock generator. The termination unit provides
differential termination and converts the differential data
signal into a single-ended signal. A jitter avoidance or drift
compensation buffer 94 clocks data in response to either the
sampling clock signal SC or a stable transmit clock signal
TC. A multiplexer 100 selectively couples data signals from
either the buffer 94 or a serializer 102 to a transmit latch 104.
Read data signals RDX[0 . . . n] are received at the 1/O cell
at serializer 102. Another multiplexer may be disposed
between buffer 94 and transmit latch 104 with one input
connected to the buffer and another input connected to an
output of the interpolator.

When the I/O cell needs to merge read data into the data
stream, the multiplexer selects its input that is coupled to the
serializer so that the transmit latch clocks the read data out
of the 1/O cell in response to the transmit clock signal TC.
Otherwise, the multiplexer selects the data signal from the
buffer which is then redriven by the transmit latch. The
transmit data signal is converted back to a differential signal
by transmitter 106 before being driven onto the next unidi-
rectional link. Write data is taken from the output of the
transmit latch, collected in a deserializer 108, and then
routed to a deskew circuit, bit lane fail-over mechanism, or
other circuitry. The deserializer may also provide a bit line
clock signal BLC, which may be derived from the sample
clock signal, to indicate when the write data WDX]0 . . . n]
is valid.

Another inventive principle of this disclosure relates to
deskewing signals separately from redrive paths. A redrive
path is defined by one or more components through which
a signal propagates as it is received and redriven. For
example, in the embodiments of FIGS. 9 and 10, the redrive
path includes receiver 86. In the embodiment of FIG. 11, the
redrive path includes receiver 86 and buffer 94. In the
embodiment of FIG. 12, the redrive path includes sampling
unit 96, termination unit 98, buffer 94, multiplexer 100,
transmit latch 104, and transmitter 106.

According to some of the inventive principles of this
disclosure, a deskew circuit may be integrated into a redrive
circuit such that the individual bit lanes of the deskew circuit
are included in the redrive paths. Thus, the signals on the bit
lanes may be deskewed in each redrive circuit as it is
redriven along a path. Alternatively, however, a deskew
circuit according to the inventive principles of this disclo-
sure may be separate from the redrive paths. For example, in
the embodiment of FIG. 7, a deskew circuit is shown
separate not only from the redrive paths in redrive circuit 60,
but also from the entire redrive circuit. Alternatively, a
deskew circuit according to the inventive principles of this
disclosure may be integrated into the redrive circuit, but still
be separate from the redrive paths. For example, in the
embodiment of FIG. 12, one or more deskew latches may be
located at the output of serializer 102 and/or the input of
deserializer 108.
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The embodiments of methods and apparatus for deskew-
ing signals separately from redrive paths as described above
are exemplary only and are not limited to these specific
examples. Moreover, the principles relating to deskewing
signals separately from redrive paths according to this
disclosure are independent of other inventive principles of
this disclosure. For example, just as the embodiments of
redrive circuits illustrated in FIGS. 9-12 are not limited to
use in memory systems having separate outbound and
inbound paths, so too may the principles relating to deskew-
ing signals separately from redrive paths according to this
disclosure may be used with other types of memory archi-
tectures utilizing unidirectional links, e.g., an architecture
that utilizes a ring-type arrangement of links such as Ram-
Link.

Another inventive principle of this disclosure relates to
coping with failed bit lanes. For example, any of the
unidirectional links between any of the agents shown in the
embodiments of FIGS. 3, 4, 5, 6 or 7 may have more than
one bit lane. According to the inventive principles of this
disclosure, one or more signals may be redirected on the bit
lanes to avoid a bad bit lane. Any agent such as a memory
controller (host), module, buffer, etc. may be capable of
redirecting one or more signals on a number of bit lanes. A
signal may be redirected at either or both ends of a link. Any
agent may be capable of detecting a failed bit lane either
automatically or with assistance from another agent, and any
agent may be capable of redirecting signals responsive to a
command from another agent.

FIG. 13 illustrates an embodiment of a fail-over circuit
according to the inventive principles of this disclosure. The
fail-over circuit 110 of FIG. 13 is shown along with an
embodiment of a redrive circuit 112 for purposes of illus-
tration only, but the inventive principles are not limited to
use with any particular redrive circuit, nor is the fail-over
circuit limited to the specific details shown in FIG. 13.
Redrive circuit 112 includes a number of bit lanes arranged
to receive and redrive signals on unidirectional links. Each
bit lane is embodied as an I/O cell 114 having a receiver 116
and a transmitter 118.

A fail-over circuit refers to a circuit that is capable of
redirecting one or more signals to or from a plurality of bit
lanes. In the embodiment of FIG. 13, the fail-over circuit is
implemented as a multiplexer having one or more multi-
plexer switches 120. Each switch has a first input coupled to
one bit lane and a second input coupled to an adjacent bit
lane so that it may redirect signals from either bit lane to its
output. The embodiment shown in FIG. 13 is shown with six
switches to service six bit lanes, but any number switches
and bit lanes may be used, and the switches may be arranged
in various configurations other than the adjacent bit lane
configuration as shown.

During a normal mode of operation, each of the switches
directs the signal from its first input to its output as shown
in FIG. 14 so that write data signals WD0, WD1, WD2,
WD3, WD4, and WDS5 are directed to outputs OUTO0, OUT1,
OUT2, OUT3, OUT4, and OUTS5, respectively. In such an
embodiment, one of the bit lanes, for example, the bit lane
corresponding to WDS5, may be used for error checking the
data on the other bit lanes.

If a bad bit lane is detected, the multiplexer may operate
in a fail-over mode in which one or more of the switches are
manipulated to map out the bad bit lane. For example, if the
bit lane associated with WD3 does not operate properly, the
multiplexer switches may redirect write data signals WD4
and WDS5 to outputs OUT3 and OUT4, respectively as
shown in FIG. 15. In this mode, one bit lane worth of signal
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capacity is lost. If one of the bit lanes had been designated
for error checking, signals originally intended for the bad bit
lane may be rerouted over the error checking lane, and the
error checking function may be disabled.

The outputs of the fail-over circuit may be coupled to a
memory interface, to a memory device, or to other circuitry.
In the embodiment of FIG. 13, the fail-over circuit is shown
separate from the redrive circuit, but it may also be inte-
grated into the redrive circuit. A fail-over circuit according
to the inventive principles of this disclosure may be realized
with simple multiplexers as shown, but other arrangements
such as a full crossbar switch are also possible.

The embodiment of a fail-over circuit shown in FIG. 13
is arranged to couple write data from the bit lanes to its
outputs. Alternatively, an embodiment of a fail-over circuit
according to the inventive principles of this disclosure may
be arranged to transfer data in the opposite direction, in
which case the outputs OUTX would become inputs that
receive read data, the multiplexer switches may be referred
to as demultiplexer switches, and each of the I/O cells may
have a multiplexer between the receiver and transmitter to
merge the read data from the fail-over circuit into the bit
lane. Thus a multiplexer refers to both a multiplexer and a
demultiplexer. As another alternative, an embodiment of a
fail-over circuit according to the inventive principles of this
disclosure may be arranged for bi-directional data flow
between the bit lanes and memory device, memory interface,
or other circuitry.

A memory buffer, memory module, memory controller
(host), or other agent having bit lane fail-over capability may
also have various capabilities for detecting failed bit lanes,
redirecting signals, mapping out bad bit lanes, and the like
according to the inventive principles of this disclosure. For
example, an agent having the embodiment of a fail-over
circuit shown in FIG. 13 may be designed so that it can
detect a failed bit lane, e.g., by observing a test data pattern
sent by another agent, and redirecting signals to map-out the
failed bit lane. Alternatively, the agent may be designed so
that it may map out a failed bit lane in response to a
command from another agent, for example, a memory
controller that instructs one or more agents on a memory
channel. Alternatively, the agent may have both capabilities.

FIG. 16 illustrates an embodiment of a memory buffer
with bit lane fail-over capability according to the inventive
principles of this disclosure. The embodiment of FIG. 16 is
similar to that of FIG. 7 but also includes a fail-over circuit
122 coupled between the deskew circuit 70 and the memory
interface 66. Alternative embodiments are possible. For
example, the fail-over circuit may be disposed between the
redrive circuit 60 and the deskew circuit, or it may be
integrated into the redrive circuit. The embodiment of FIG.
16 also includes another fail-over circuit 124 which is shown
coupled between the multiplexer 74 and redrive circuit 62,
but which may also be integrated into the redrive circuit or
arranged in other ways. The memory buffer of FIG. 16 may
alternatively be embodied as a memory module, in which
case the memory interface is replaced by a memory device.

FIG. 17 illustrates an embodiment of a memory controller
with bit lane fail-over capability according to the inventive
principles of this disclosure. The controller of FIG. 17
includes outbound and inbound unidirectional link inter-
faces 126 and 128 having a plurality of bits lanes which, in
this embodiment, include a number of transmitters and a
number of receivers, respectively. Fail-over circuits 130 and
132 are coupled to the bit lanes in the interfaces 126 and 128,
respectively. In the embodiment of FIG. 17, the fail-over
circuits are shown separate from the link interfaces, but they
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may alternatively be integral with the interfaces. The con-
troller may be capable of detecting a failed bit lane, in which
case the fail-over circuits may map out the failed bit lane.
Additionally or alternatively, the controller may be capable
of issuing a command that directs an agent to map out a
failed bit lane.

Additional fail-over methods and apparatus according to
the inventive principles of this disclosure will now be
described in the context of an exemplary embodiment of a
complete memory channel system including additional
embodiments of a memory controller (host), memory mod-
ules, and memory buffers according to the inventive prin-
ciples of this disclosure. None of the components, however,
are limited to this exemplary system or any of the details
described therein.

The exemplary system includes an embodiment of a host
having fail-over capabilities such as those described with
reference to FIG. 17 and embodiments of one or more
memory modules having buffers with fail-over capabilities
such as those described with reference to FIG. 16. In this
example, the host and modules are arranged in a channel
configuration having outbound and inbound paths such as
that shown in FIG. 7, although the system may only include
one module.

In this example, the host and modules are interconnected
with a system management bus known as “SMBus”, which
is a serial bus system used to manage components in a
system. However, the use of SMBus is not necessary to the
inventive principles of this disclosure, and other forms of
communication between components may be used, includ-
ing the memory channel paths themselves.

An embodiment of a method according to the inventive
principles of this disclosure for detecting and mapping out a
failed bit lane in the exemplary system proceeds as follows.
The host transmits a test pattern on each bit lane of the
outbound path. The test pattern is received and redriven
along the outbound path by the buffer on each module until
it reaches the outermost module. The outermost module then
transmits a test pattern on each bit lane of the inbound path.
The test pattern is received and redriven along the inbound
path by the buffer on each module until it reaches the host.
The host and the buffers on the modules observe the test
pattern on each bit lane of the inbound and/or outbound
paths to check for proper bit lane operation. The bit lanes in
the inbound and outbound paths may be tested concurrently.

Failed bit lanes are reported by sending results to the host
through the SMBus and/or by transmitting a results frame
over the channel to the host. Such a results frame may be
initiated on the inbound path by the outermost module, and
the other modules, if any, may merge their results informa-
tion into the data in the inbound path. If the results from each
module are transmitted redundantly on more than one bit
lane, a failed bit lane is unlikely to interfere with reporting
the results.

Once the host receives the results, it may issue a configu-
ration command to the modules, through the SMBus, over
the channel, or through any other form of communication.
The configuration command instructs the modules which, if
any, bit lanes are bad and should be mapped out. The
modules respond to the configuration command by manipu-
lating one or more fail-over circuits to redirect signals
around bad bit lanes, if any, and reconfiguring any internal
functionality to accommodate the loss of a bit lane. For
example, if one bit lane was designated for error checking
data, the buffer or module may disable error checking
functions.
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The embodiments of fail-over methods and apparatus
described above are exemplary only, and the inventive
principles of this disclosure are not limited to these specific
examples. The principles of fail-over methods and apparatus
according to this disclosure have been described with ref-
erence to a memory system having separate inbound and
outbound paths such as the embodiment of FIG. 3, but the
principles may also be applied to any memory architecture
utilizing unidirectional links, for example an architecture
that utilizes a ring-type arrangement of links such as Ram-
Link.

Another inventive principle of this disclosure relates to
permuting status patterns. In memory systems such as those
described above with reference to FIGS. 1 and 3 where
memory read and write data is transferred between memory
agents, it may also be useful to send status information such
as idle patterns, alert patterns, and other status information
between memory agents. This may be accomplished by
sending data patterns and status patterns on the same link or
links that connect the memory agents. According to the
inventive principles of this disclosure, the status patterns
may be permuted over time.

For example, referring to FIG. 3, the memory controller
50 may send frames having data patterns such a read
commands to one or more of the modules 52 which respond
by sending frames having data patterns such as read data
back to the controller. It may be useful for the one or more
of the modules to send a frame having an idle pattern back
to the memory controller, for example, if the module was not
able to retrieve read data from a memory device 58 fast
enough. A predetermined data pattern may be designated as
an idle pattern so that, if the memory controller receives the
idle pattern, it knows it is not receiving read data. This may
cause problems, however, if the actual read data pattern
happens to match the designated idle pattern.

According to the inventive principles of this disclosure,
the memory controller and one or more modules may both
be capable of permuting the idle pattern in a predictable
manner so that the idle pattern changes over time. For
example, the memory controller and modules may change
the idle pattern according to a predetermined sequence each
time an idle frame is sent and/or received. An embodiment
of'such a method according to the inventive principles of this
disclosure is illustrated in FIG. 18. Thus, if the memory
controller sends a read command frame (158) and receives
a response frame (160) having the current idle pattern (162),
it may resend the same read command (164). If the second
response frame (166) contains the same pattern as the first
(168), it interprets the pattern as actual read data (170). If,
however, the pattern in the second response frame matches
the permuted idle pattern (168), the memory controller
knows that the first response frame was an idle frame (172).

According to the inventive principles of this disclosure,
the status information sent in status patterns may be idle
patterns, alert patterns, and other status information such as
command error information from a module, thermal over-
load information from a module, and information that indi-
cates that a module has detected the presence of another
module on the outbound path of memory channel. Some
types of status patterns may be implemented as complemen-
tary patterns. For example, an alert pattern (which may be
used to notify an agent of an error condition) may be
implemented as the logical complement of an idle pattern.
This may simplify the implementation by, for example,
allowing a memory agent to use the same pattern generator
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for idle and alert patters. The use of complementary status
patterns may be beneficial even if permuting patterns are not
used.

A memory agent according to the inventive principles of
this disclosure may also be capable of intentionally gener-
ating an error such as a check code error in a status pattern.
Such a technique may be useful as an alternative or supple-
mental way to distinguish a data pattern from a status
pattern. For example, in some memory systems, each frame
is sent along with a check code that used to check the
integrity of the data in the frame. According to the inventive
principles of this disclosure, a memory agent may intention-
ally send the wrong check code with frame that contains a
status pattern. The receiving agent may then interpret the
frame as a status frame rather than a data frame. Some
memory systems may utilize a path or paths having an extra
bit lane to carry check code data. If such a system is capable
of operating in a fail-over mode, the agent or agents may
only utilize an intentional check code error if not operating
in fail-over mode. A cyclical redundancy check code (CRC)
code is one example of a type of check code suitable for use
as a check code according to the inventive principles of this
disclosure, but check codes of any other type of error
checking scheme may also be used to verify the integrity of
a frame or pattern according to the inventive principles of
this disclosure.

Although the principles of status pattern permuting and
handling according to the inventive principles of this dis-
closure are applicable to any type of memory agent, and are
independent of other inventive principles of this disclosure,
some additional aspects will be described with respect to a
memory buffer such as the embodiment shown in FIG. 7 and
in the context of a system such as the embodiment shown in
FIG. 6. Referring to FIG. 6, if the memory buffer 64 is the
outermost agent on a memory channel, it may be capable of
constantly transmitting permuting idle status frames on the
inbound link 56B whenever it is not sending data that the
host has requested from any memory devices attached to the
memory interface 66.

FIG. 19 illustrates an embodiment of a permuting pattern
generator in accordance with the inventive principles of this
disclosure. The embodiment of FIG. 19 is a 12-bit linear-
feedback shift register (LFSR) with a polynomial of x'*+
x +x*+x>+1. The initial state may be set to 000000000001,
and the LFSR cycles through 2'2-1 states (4095 frames)
before the pattern is repeated. Each bit of the LFSR may be
mapped to a bit lane in a link on a data path, and each bit
may be used for all of the transfers that occur on the
corresponding bit lane during an entire frame. For example,
in a system having a data path with 12 bit lanes in each link,
the output from each stage of the LFSR may be mapped to
one of the bit lanes. Additional lanes, for example, a 13th bit
lane, may be accommodated by utilizing the value from the
least significant bit of the LFSR delayed by one frame.

FIG. 20 illustrates an example of the first status pattern
generated by the permuting pattern generator of FIG. 19. In
this example, a frame is 12 transfers long. FIGS. 21-22
illustrate the second, third and forth status patterns, respec-
tively. By using the same value on each bit lane during an
entire frame, electromagnetic interference (EMI or noise)
may be reduced.

The 13 bit lane by 12 bit transfer frame illustrated here is
by way of example, and the inventive principles of this
disclosure are not limited to these details, nor to the specific
embodiment of a permuting pattern generator described
above. For example, a permuting pattern generator accord-
ing to the inventive principles of this disclosure need not be
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implemented with dedicated logic circuitry such as the
LFSR described above. Alternatively it may be implemented
with programmable logic, or as an algorithm in a processor
or other programmable state machine that may be used to
oversee and/or implement the logic in the memory interface
or other functionality of a buffer or other memory agent that
utilizes permuting status patterns.

Another inventive principle of this disclosure relates to
utilizing more than one bit lane to detect the presence of a
memory agent on a memory link. For example, in the
embodiment of a memory buffer shown in FIG. 7, the buffer
may be capable of detecting whether there is another
memory agent coupled to the outbound link 54B. This may
be accomplished by utilizing a single bit lane in the link to
test for the presence of another memory agent. If there is
more than one bit lane in the link, however, more than one
of'the bit lanes may be used to detect the presence of another
memory agent according to the inventive principles of this
disclosure. This may prevent the existence of a bad bit lane
from interfering with the presence detect operation.

For convenience, the inventive principles of this disclo-
sure relating to utilizing more than one bit lane to detect the
presence of a memory agent will be referred to individually
and collectively as redundant presence detect. Redundant
presence detect may be applied to any type of memory agent
having a link interface with a plurality of bit lanes. For
example, any two or more of the transmitters 118 shown in
the embodiment of FIG. 13 may be considered a link
interface, in this case a transmit link interface. Likewise, any
two or more of the receivers 116 shown in FIG. 13 may be
considered a link interface, in this case a receive link
interface. Redundant presence detect may be applied to
either of these link interfaces, as well as either of the link
interfaces 126 and 128 shown in the embodiment of FIG. 17.

Returning to the embodiment of FIG. 7 as an example
again, the memory buffer may drive three bit lanes on its
inbound transmit link 56B to a predetermined presence
detect logic level, e.g., one, to signal its presence to another
buffer when a presence detect event such as a reset occurs.
Also during a presence detect event, a second such memory
buffer located inbound from the first buffer on a channel may
configure the corresponding three bit lanes on its inbound
receive link 56 A to detect the presence of the first buffer. In
this example, the first memory butfer will be referred to as
an outer agent, and the second buffer will be referred to as
an inner agent.

An example of a technique for configuring a bit lane to
detect the presence of another agent is to have the receiver
for that bit lane try to place a bias current on the bit lane so
as to force the bit lane to the opposite of the presence detect
logic level. If another memory agent is coupled to the bit
lane during a presence detect event, its transmitter on that bit
lane will force the bit lane to the presence detect logic level.

If the inner agent detects the presence detect logic level on
two of the three bit lanes, it knows that the outer agent is
present and it may leave all or a portion of its outer port
enabled. (In this example, the outer port includes the link
interface for the outbound link 54B and the link interface for
the inbound link 56A.) If the inner agent fails to detect the
presence detect logic level on at least two of the three bit
lanes, it may decide that an outer agent is not present and it
may disable all or a portion of its outer port. The inner agent
may be capable of reporting the presence or absence of an
outer agent to another agent, for example to a memory
controller in response to a status check command.

An agent utilizing redundant presence detect may also be
capable of signaling a presence detect event to another

20

25

30

35

40

45

50

55

60

65

16

agent. For example, if a reset event is communicated to the
buffer of FIG. 7 through a reset command on the outbound
path, this command may be relayed to an outer agent, if any,
by redrive circuit 60. This may place both agents in a
presence detect mode.

Redundant presence detect according to the inventive
principles of this disclosure is not limited to the specific
embodiments discussed above. For example, only two bit
lanes may be used for presence detect instead of three as in
the example above, in which case the inner agent would only
need to detect the presence detect logic level on a single bit
lane to conclude that an outer agent was present. Likewise,
redundant presence detect may be applied to systems and
components utilizing various other types of memory archi-
tectures, e.g., an architecture that utilizes a ring-type
arrangement of links such as RamLink.

Another inventive principle according to this disclosure
relates to hot insertion and/or removal of components from
a memory channel—that is, adding and/or removing com-
ponents while the memory channel is operating. FIG. 24
illustrates an embodiment of a memory agent 134 according
to the inventive principles of this disclosure. The embodi-
ment of FIG. 24 may be a memory module, memory buffer,
memory controller, etc. The agent includes a first port 136
and a second port 138. If the agent is assumed, for purposes
of illustration only, to be a memory module such as one of
modules 52 in the embodiment of FIG. 6, the first port may
be designated as an inner port since it may be arranged to
communicate with other agents on the memory channel that
are located closer to the memory controller. Likewise, the
second port may be designated as an outer port since it may
be arranged to communicated with agents on the memory
channel that are located further away from the memory
controller. These designations are for purposes of illustration
only, and the inventive principles are not limited to these
details of the memory agent nor to the particulars of the
memory channel shown in FIG. 6. These principles may also
be applicable to other memory channel architectures such as
the RamLink architecture shown in FIG. 1.

Each port of a memory agent according to the inventive
principles of this disclosure has one or more link interfaces.
In the embodiment of FIG. 24, each port has both a receive
link interface and a transmit link interface. The inner port
136 has a receive link interface 140 which may be one or
more receivers that are part of a redrive circuit 60, and a
transmit link interface 142 which may be one or more
transmitters that are part of another redrive circuit 62. The
outer port has receive and transmit link interfaces 144 and
146, respectively, which are also part of redrive circuits 62
and 60, respectively. Link interfaces 140 and 146 may be
coupled to outbound links 54A and 54B, respectively, and
link interfaces 142 and 144 may by coupled to inbound links
568 and 56A, respectively. Each of the link interfaces may
have one or more bit lanes, and the bit lanes and interfaces
may be referred to using any combination of this terminol-
ogy. For example, the bit lanes in interface 142 may be
referred to as the inbound transmit or inbound Tx bit lanes.
The bit lanes in interface 144 may be referred to as the
inbound receive or inbound Rx bit lanes.

The embodiment of FIG. 24 is exemplary only, and
memory agents and ports may be embodied in different
ways. For example, link interfaces are not necessarily part of
a redrive circuit. This is illustrated in the embodiment of a
memory controller shown in FIG. 17 wherein a port may
include the link interfaces 126 and 128 which are not part of
redrive circuits. The link interfaces may include only one or
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any number of bit lanes, and a port may only have a receive
link interface or a transmit interface.

A memory agent according to the inventive principles of
this disclosure may be capable of detecting the presence of
another memory agent on one of its ports, and it may be
capable of taking various actions depending on the presence
or absence of another memory agent. For example, the
memory agent of FIG. 24 may be capable of disabling all or
a portion of its outer port if another memory agent is not
present at the port. It may be capable of reporting the
presence or absence of an outer agent to another agent, for
example to a memory controller through its inner port. The
memory agent of FIG. 24 may be capable of performing a
presence detect operation which may include signaling a
presence detect event to a potential outer agent on the outer
port. It may also be capable of performing a fast reset
operation.

Another inventive principle which may facilitate hot
add/removal in accordance with this disclosure will be
described in the context of an example embodiment of a
memory system. The example embodiment will be
described with reference to the memory agent of FIG. 24 in
the context of a memory system such as the embodiment of
FIG. 6. In this example embodiment, it will be assumed that
the memory agent of FIG. 24 is used to embody one or more
of the buffers in FIG. 6, which in turn are part of modules
having memory devices. All of these details, however, are
for purposes of explanation only, and the inventive prin-
ciples are not limited to these details.

In the example system, the memory agents may be
capable of executing fast reset operations, full reset opera-
tions, and/or various polling or presence detect operations.
In the example system, a minimum number of clock tran-
sitions may be necessary to keep the derived clocks on each
bit lane locked to the data stream. Thus, the memory
controller (or host) may initiate a reset operation by sending
a continuous stream of ones or zeros on one or more of the
bit lanes in the outbound path for a predetermined period of
time. Since the data is redriven by each buffer on the path,
all of the buffers receive the reset command, or event. In the
example system, the three least significant bit (LSB) lanes
may be used to signal a reset operation. The receiving agent
may detect the reset event by sensing the stream of zeros or
ones on any two of the three L.SBs. This may assure that the
presence of one failed bit lane does not interfere with a reset
operation, but the inventive principles, which do not even
require more than one bit lane, are not limited to such an
implementation.

In the example system, the host may send a continuous
stream of zeros hold all of the agents on the channel (in this
example modules having buffers) in a first reset state indefi-
nitely, for example while the host is held in reset by external
conditions. The host may then send a stream of ones for a
first amount of time, e.g., two frame periods, and then back
to zeros to signal the other agents to execute a fast reset
operation. Alternatively, the host may send a stream of ones
for a second amount of time, e.g., more than two frame
periods, to signal the other buffers to execute a full reset
operation. A full reset may include various internal calibra-
tion operations such as impedance matching on the links,
current source calibration in any receiver or drive circuitry,
receiver offset cancellation, and the like. After the calibra-
tion operations are performed, the host may then signal the
buffers to transition to the fast reset operation.

A fast reset operation may bypass certain operations
performed during a full reset such as calibration operations.
A fast reset operation may begin with a presence detect
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operation. During a presence detect operation, each buffer
on the channel may place a current on the three LSB inbound
Rx bit lanes to force the bits to zero if they are not connected
to an outer agent. Also during a presence detect operation,
each buffer may drive the three LSB inbound Tx bit lanes to
one. Each buffer may then check its three LSB inbound Rx
bit lanes, and if it detects ones on two of the three lanes, it
may leave its outer port enabled and update a status register
accordingly. If the buffer does not detect two ones, it may
assume that there is no outer agent, disable all or a portion
of'its outer port, configure itself to perform the functions of
the outermost agent on the channel, and/or update a status
register accordingly. A host may follow a similar presence
detect operation to determine if any agents are on the
channel. The buffers may relay the status information to the
host in status frames in response to status requests from the
host.

After a presence detect operation, the buffers in the
example system may transition through various other opera-
tions during a fast reset such as a clock training state to train
the local clocks on the buffers to lock onto the data stream,
a frame training state to align frames that are sent over the
channel, bit lane tests to check the operation of all bit lanes
and place the buffers in fail-over mode if they have such a
capability, etc. Also, once the host knows how many other
agents are connected to the channel, it may adjust the frame
size, timing, etc. to accommodate all of the agents.

In the example system, the memory agents may also or
alternatively be capable of performing various polling
operations to detect the presence of newly added agents on
the channel. For example, each buffer may be capable of
performing a polling operation on its outer port if it is the
outermost buffer to determine if a new agent has been added
to the channel. FIG. 25 illustrates an embodiment of such a
polling operation according to the inventive principles of
this disclosure.

At 148, the agent may disable all or a portion of its outer
port. If the agent is a buffer or module, it may wait for a poll
command from the host to transition to a hot reset operation
at 150. If the agent is a host, it may disable all or a portion
of its outer port and wait for a wake up command from a
system environment. Upon receiving the wake up command,
it may turn enable all or a portion of its outer port and
transition to a reset state.

At 150, the agent may enable its outer port and drive zeros
onto the three LSB outbound Tx bit lanes to send a reset to
a potential new agent on its outer port. The agent may then
transition to a hot calibration operation at 152.

At 152, the agent may drive ones onto the three LSB
outbound Tx bit lanes to force a potential new agent through
a full reset including calibration operations, since a newly
detected agent would presumably need to be calibrated. The
agent may then transition to a hot detect operation at 154.

At 154, the agent may drive zeros onto the three LSB
outbound Tx bit lanes and place a bias current on the three
LSB inbound Rx bit lanes to force the bits to zero of they are
not connected to an outer agent. The agent may then check
the three LSB inbound Rx bit lanes, and if it detects at least
two ones, it may decide at 155 that an outer agent is present
and transition to a hot agent present operation at 156.
Otherwise, the agent may decide at 155 that an outer agent
is not present and transition back to the sleep operation at
148.

At 156, the agent may update a status register to indicate
that it has detected an outer agent and then relay this
information to the host, for example, in response to a status
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request, or take some other action to relay the information to
the host or other agent. The agent may also wait to receive
a channel reset.

The host may become aware of the newly detected agent,
either through periodic status requests, or other techniques
and initiate a fast reset to re-initialize the entire channel with
the new agent on the channel and accommodated in the
channel timing.

The following are some additional embodiments of hot
add/removal sequences according to the inventive principles
of this disclosure. These additional embodiments are also
described with reference to the embodiment of the memory
system shown in FIG. 6 in the context of a larger system,
such as a server having a user interface and system firmware,
that employs the memory system of FIG. 6. The inventive
principles illustrated by these additional embodiments, how-
ever, are not limited to the specific details described herein.

A hot add sequence according to the inventive principles
of this disclosure may begin when a user appends a new
agent onto the memory channel, for example on the outer
port of the outermost agent. The user may inform the system
firmware that an agent has been appended. The firmware
may then cause power to be applied to the appended agent
and inform the host through a wake up command that an
agent has been appended. The host may then send a poll
command to the previous outermost agent, which then may
cycle through a polling operation such as the one described
above with reference to FIG. 25. After the polling operation,
the previous outermost agent may report the presence of a
new outer agent. The host may then detect the presence of
the new agent and issue a fast reset command to bring the
new agent into operation and retime the entire channel. After
the new agent is operational, the host may interrupt the
system firmware to report that the new agent is operational.
Alternatively, the host may wait for the system firmware to
query the host to determine if the new agent is operational.
The system firmware may then configure the host to accom-
modate any new hardware presented by the new agents such
as new memory devices that may be present if the agent was
a memory module or buffer.

A hot removal sequence according to the inventive prin-
ciples of this disclosure may begin when a user informs the
system that a specific agent on a memory channel is to be
removed. The system may remove a corresponding host
address range from a system map. If the system uses
mirroring, the system may remap the host address ranges to
agent mirrors. The system may then copy or move data from
the host address range to other locations if not already
mirrored. The system may then poll until all outstanding
transactions are completed. The system may then cause the
host to send a command to the agent just inside of the agent
to be removed that causes this agent to assume it is the
outermost agent on the channel, thereby causing it to disable
its outer port and assume the functions of the outermost
agent during subsequent fast resets. (A full reset would
override this command.) The system may then initiate a fast
reset to shut down the selected agent and any channel
interfaces for components attached to the selected agent. The
system may then disconnect power to the selected agent and
notify the user that the agent may be removed.

A hot replace sequence according to the inventive prin-
ciples of this disclosure may begin when the hot remove
sequence described above is completed. The user may add a
new agent in place of the one removed and then inform the
system firmware that the new agent has been added. The
running system may then prepare the host for the newly
replaced component and supply power to the new compo-

20

25

30

35

40

45

50

55

60

65

20

nent. System firmware may then cause the host to send a
command to the previous outermost agent to let is know that
it should no longer assume that it is the outermost agent.
This may cause the previous outermost agent to enable its
outer port in response to the next reset, and wait for a poll
command. Firmware may then instruct the host to send a
poll command to the previous outermost agent which may
then perform a polling operation such as the one described
above with reference to FIG. 25, thereby initializing the new
agent. The previous outermost agent may then report the
presence of a new outer agent. The host may then detect the
presence of the new agent and issue a fast reset command to
bring the new agent into operation and retime the entire
channel. After the new agent is operational, the host may
interrupt the system firmware to report that the new agent is
operational. Alternatively, the host may wait for the system
firmware to query the host to determine if the new agent is
operational.

Another inventive principle of this disclosure relates to
accumulating data between a data path and a memory
device. FIG. 26 illustrates an embodiment of a memory
module utilizing data accumulation according to the inven-
tive principles of this disclosure. The module 174 of FIG. 26
includes one or more memory devices 180 and a redrive
circuit 176 to receive one or more signals on point-to-point
link 178 A, and then redrive the signals on point-to-point link
178B. A data accumulator 182 is disposed between the
redrive circuit and a memory device. An optional second
redrive circuit 184 is arranged to receive one or more signals
on point-to-point link 186A and redrive the signals on
point-to-point link 186B. In this embodiment, the point-to-
point links are shown as unidirectional links, but the inven-
tive principles are not limited to unidirectional links.

The data accumulator 182 may be a first-in, first-out
(FIFO) data structure or any other type of suitable queue or
buffer. The use of a data accumulator may allow for band-
width mismatches. For example, a memory device having a
high-bandwidth burst mode may be used for the memory
device 180. The bandwidth of the data path formed from the
unidirectional links may be less than the burst mode of the
memory device in order to reduce pin count, power con-
sumption, and manufacturing and operating costs. The
memory device, however, may need to receive data at full
bandwidth for proper operation in burst mode. By utilizing
a data accumulator, write data from the data path may be
accumulated at a rate less than the burst rate of the memory
device, and then delivered to the memory device at its full
burst rate.

The module of FIG. 26 is not limited to any particular
arrangement of unidirectional links or any particular
arrangement for transferring data to and/or from the redrive
circuits. Data is shown flowing from the redrive circuit 176
to the one or more memory devices 180 through data
accumulator 182, but the direction could be reversed, and
additional data accumulators may be added between the
redrive circuit and memory devices. Likewise, if the
optional second redrive circuit 184 is included, data may
flow may be either to or from a memory device. One or more
data accumulators may be included between the second
redrive circuit and the memory devices to accumulate write
data to a memory device and/or read data from a memory
device.

FIG. 27 illustrates another embodiment of a memory
module and an embodiment of a memory buffer utilizing
data accumulation according to the inventive principles of
this disclosure. The module 174 of FIG. 27 includes a
memory buffer 188 having two redrive circuits 176 and 184,
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and a memory interface 190 arranged to transfer data to and
from one or more memory devices 180. As with the module
of FIG. 26, only one of the redrive circuits is needed in the
buffer of FIG. 27. The memory interface 190 includes a data
accumulator 182 which may be arranged to accumulate data
as it flows between the redrive circuit 176 and memory
devices 180. Data flow may be in either direction, and an
additional accumulator may be included to accommodate
data accumulation in both directions. Likewise, if the second
redrive circuit 184 is included, one or more additional data
accumulators maybe included to interface with the second
redrive circuit.

FIG. 28 illustrates another example embodiment of a
memory buffer utilizing data accumulation according to the
inventive principles of this disclosure. The buffer 64 of FIG.
28 is similar to that of FIG. 7, but the memory interface 66
includes a FIFO-type write data accumulator 192 and a
FIFO-type read data accumulator 194. Some possible imple-
mentation details will now be described with reference the
embodiment of FIG. 28, but the inventive principles of this
disclosure are not limited to these details.

Write data from the first redrive circuit 60 is accumulated
in the write FIFO at whatever data rate the outbound path
happens to be operating at. Once enough write data is
accumulated, it may be written to one or more memory
devices at full burst rate through memory bus 68. The read
FIFO 194 may perform data capture from the memory
device at full burst rate, and levelize the data prior to
transferring the read data to the second redrive circuit 62
through multiplexer 74.

The write FIFO may be constructed so that it can accu-
mulate multiple bursts of data prior to bursting the data to a
memory device. This allows the read-write-read memory
bus turn around penalty to be amortized over a number of
write operations. The write FIFO may also be constructed so
that additional data may be loaded into the FIFO while data
is being delivered to the memory device. This allows the
depth of the FIFO to be smaller than the number of transfers
in a burst. As a further refinement, a data pre-accumulator
may be located ahead of the write FIFO and set up to
speculatively capture write data from the data path without
regard as to whether the data is intended for this particular
memory buffer 64. Once the target memory buffer is iden-
tified, the data in the pre-accumulator may be transferred to
the write FIFO if this memory buffer was the intended
recipient, otherwise it may simply be discarded.

As with the other memory modules and/or buffers dis-
closed in this disclosure, the embodiments of memory
modules and buffers described with reference to FIGS.
26-28 are not limited to any particular mechanical arrange-
ments, and may be used to interface devices other than
memory devices to a channel.

Another inventive principle of this disclosure relates to
transmitting frames with early delivery of a check code for
a portion of the frame. FIG. 29 illustrates an example
embodiment of a frame according to the inventive principles
of this disclosure. In this example, the frame is 10 bits wide
and 12 transfers long, but any other width and length may be
used. The bits in the row identified as transfer “0” are
transferred first, followed by the bits in the row identified as
transfer “1”, etc. The frame is completed when the bits in
row “11” are transferred. The first four rows (shown in
shading) are designated arbitrarily as a first portion of the
frame, while the remainder of the frame is designated as a
second portion of the frame.

In prior art frame transfer schemes, a check code for error
checking the entire frame is typically placed at the end of the

20

25

30

35

40

45

50

55

60

65

22

frame. According to the inventive principles of this disclo-
sure, a check code for the first portion of a frame may be
transferred before completing, or preferably even beginning,
the transfer of the second portion. This early delivery of a
check code allows the memory agent receiving the frame to
error check the first portion of the frame, and preferably
begin utilizing any information contained therein, before the
second portion of the frame is completed.

For example, if this technique is used with a memory
agent having apparatus that buffers memory devices such as
DRAM chips from a communication channel, a DRAM
command may be placed in the first portion of the frame,
while a data payload may be placed in the second portion.
Early delivery of the check code for the first portion allows
apparatus in the memory agent receiving the frame to error
check the command in the first portion of the frame and
forward it to a DRAM chip before the data payload in the
second portion is received.

The check code for the first portion may be included as
part of the first portion of the frame. It may be placed at the
end of the first portion, distributed throughout the first
portion, contained only partly in the first portion, or trans-
ferred in any other suitable manner such that it is received
before the end of the second portion. The check code for the
first portion may be combined with other check codes to
create compound codes, or may be the result of compound-
ing with other codes both within and outside of the frame.

As used herein, the first portion need not be literally first
in the frame, but may also be any portion that is received
earlier than a later portion. Likewise, the second portion may
be the next portion after the first, but there may also be other
portions between the first and second portions or after the
second portion, and the first and second portions might even
overlap, so long as the effect is that a check code for the first
portion may be transferred early so that error checking of the
first portion may begin before the frame is completely
transferred.

A second check code for the second portion of the frame
may be placed at the end of the second portion, distributed
throughout the second portion, contained only party in the
second portion, or transferred in any other suitable manner.
The second check code may cover only the second portion
of the frame, may cover the entire frame, or may by
compounded with other check codes in other ways.

Another inventive principle of this disclosure relates to
organizing check codes across multiple frames. FIG. 30
illustrates an example embodiment of a scheme for deliv-
ering a check code across multiple frames according to the
inventive principles of this disclosure. In this example, a
frame is 10 bits wide and 12 transfers long, but any other
width and length may be used. The bits in the row identified
as transfer “0” are transferred first, followed by the bits in
the row identified as transfer “1”, etc. The frame is com-
pleted when the bits in row “11” are transferred. The frames
in FIG. 30 are transferred sequentially with frame N-1 being
transferred first, followed by frame N.

A portion of a check code for frame N-1 is shown shaded
in frame N-1 arbitrarily in the position of bit “9” in the rows
identified as transfers “4” through “11” of frame N-1.
Another portion of the check code for frame N-1 is shown
shaded in frame N arbitrarily in bits “9” through “7” in rows
“0” through “1” and in bits “9” through “6” in rows “2”
through “3”.

The check code for frame N-1 (which is shown distributed
over frames N-1 and N) may be intended for error checking
all of frame N-1, just a portion of frame N-1, or all or a
portion of some other frame. Multiple check codes (or
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portions of check codes) for different portions of frame N-1
may also be contained in the same frame or combined with
check codes (or portions of check codes) from other frames
to create compound check codes.

The inventive principles of this disclosure relating to
organizing check codes across multiple frames are indepen-
dent of those inventive principles relating to early delivery
of check codes. These different principles may be combined,
however, thereby giving rise to additional inventive prin-
ciples. FIG. 31 illustrates an embodiment of a frame transfer
scheme incorporating early check code delivery and distrib-
uted check codes according to various inventive principles
of this disclosure. Numerous implementation details (such
as the use of a CRC code for a check code) will be described
by way of example, but the inventive principles are not
limited to these details.

In the example embodiment of FIG. 31, each frame is
again 10 bits wide and 12 transfers long, and frame N-1 is
transferred first, followed by frame N. The first four rows of
Frame N-1 are once again arbitrarily designated as a first
portion and will be referred to as the command portion. The
last four rows are arbitrarily designated as a second portion
and will be referred to as the data portion.

The command portion includes 24 bits of command
information in the aC[23:0] field, two additional bits of
command information or frame type encoding in the F[1:0]
field, and a 14-bit compound CRC checksum in the aE[13:0]
field. The aC[23:0] field and the F[1:0] field will be referred
to collectively as the “A” command. The aE[13:0] field
provides error detection coverage across the F[1:0], aC[23:
0] and aE[13:0] fields.

The data portion includes 72 bits of data in the B[71:0]
field which may be used for additional commands, com-
mand extensions, data transfer, etc., and a portion of a 22-bit
compound CRC checksum identified as FE[21:0]. Eight of
the 22 bits are located in the FE[21:14] field in frame N-1
(the current frame). The other 14 bits are located in the
FE[13:0] field which is shown outside of the frame in FIG.
31 because this portion of the checksum will be latched and
compounded with a CRC code in frame N (the next frame).

To generate a frame at the transmitting memory agent, a
22-bit CRC (referred to as CRC22[21:0] or the “data CRC”)
is generated from the 72-bit data B[71:0]. A 14-bit CRC
(referred to as CRC14[13:0] or the “command CRC”) is
generated from the 26-bit “A” command F[1:0]aC[23:0].
Eight bits of the 22-bit data CRC are used directly as
FE[21:14] and are located in the 10th bit lane (bit lane “9”)
of'the current frame. The remaining 14 bits of the 22-bit data
CRC become FE[13:0] and are combined with the 14-bit
CRC generated from the 26-bit “A” command in the next
frame using a bit-wise exclusive-or (XOR) function to create
the compound checksum aE[13:0] which will be transmitted
in the next frame. The compound 14-bit checksum aE[13:0]
in the current frame is generated by an XOR operation of the
“A” command 14-bit CRC from this frame, with the latched
FE[13:0] generated from the 72-bit data of the previous
frame.

To decode a frame at the receiving memory agent, a 14-bit
command checksum CRC14[13:0] is generated from the
26-bit command, and a 22-bit data checksum CRC22[21:0]
is generated from the 72-bit data in the current frame.
CRC22[13:0] is latched as FE[13:0] for future compound
CRC checks in the next frame. A test compound checksum
TESTaE[13:0] is generated through a bitwise XOR of
FE[13:0] from the previous frame with the new aE[13:0]
from the current frame. If the generated test compound
checksum TESTaE[13:0] matches the compound checksum
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aE[13:0] transmitted with the current frame, there are no
errors in the “A” command of the current frame.

To complete the detection of faults in the 72-bits of data
from the previous frame, the 14-bit command checksum
CRC14[13:0] generated from the current 26-bit command is
XORed with the new aE[13:0] from the current frame,
thereby generating a result which is compared to the latched
FE[13:0] from the previous frame.

To start the fault detection of the 72-bits of data trans-
ferred in the current frame, FE[21:14] transmitted with the
current frame is compared with the new CRC22[21:14]
generated from the 72-bit data in the current frame. The
completion of fault detection for the 72-bits of data trans-
ferred in the current frame is done when the next frame
arrives.

A fault in aE[13:0] indicates that both the “A” command
in the current frame could be faulted, and that the 72-bit data
in the previous frame could be faulted. A comparison fault
in the transmitted FE[21:14] partial checksum indicates that
the 72-bit data in the previous frame could be faulted.

The CRC of the “A” command may be checked as soon
as the first 4 transfers of the frame are received and the
information in the “A” command may be used immediately
without waiting for the remainder of the frame to arrive. This
mechanism may provide strong check code protection of the
72 data bits of the previous frame while reducing latency in
the delivery of the “A” command in the current frame.

The inventive principles are not limited to number or
position of bits shown in the embodiment described with
respect to FIG. 31. The first and second portions of each
frame have been referred to as command and data portions,
but any type of information may be transferred in each
portion, and the data portion may contain additional com-
mands, command extensions, etc. The tasks described do not
necessarily need to be performed in order described. Thus,
the embodiment of FIG. 31 may be modified to accommo-
date different system requirements or circumstances.

Another inventive principle of this disclosure relates to
the use of variable mapping for testing lanes. FIG. 32
illustrates an embodiment of a memory agent, in this
example assumed to be a memory module or buffer, accord-
ing to the inventive principles of this disclosure. The
memory agent 134 of FIG. 32 includes a receive link
interface 140 which may have one or more receivers and a
transmit link interface 142 which may have one or more
transmitters. A loopback unit 196, which may be a multi-
plexer as shown here or other type of redirection device, is
capable of selectively mapping receive bit lanes to transmit
bit lanes so that the memory agent may retransmit training
sequences received from a memory controller back to the
controller as return sequences on the transmit bit lanes. By
selectively remapping receive bit lanes to transmit bit lanes
using different mappings, the controller may analyze the
return sequences to identify not only whether there is a failed
bit lane, but also whether the failure is on a receive or
transmit data path as well as which receive or transmit bit
position has failed.

The embodiment of FIG. 32 is shown with a receive and
transmit link interfaces having unidirectional bit lanes, but
the inventive principles are not limited to this particular
configuration of interfaces or types of lanes.

FIG. 33 illustrates example embodiments of two possible
bit lane mappings according to the inventive principles of
this disclosure. The mappings shown in FIG. 33 assume, for
purposes of illustration only, that the memory agent has 10
bit lanes in the receive link interface and 14 bit lanes in the
transmit link interface. Using mapping A, the loopback unit
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redirects the training sequences received on the lower five
bits of the receive bit lanes to the transmit bit lanes such that
each of the lower five bit lanes is redirected to multiple
transmit bit lanes. Using mapping B, the training sequences
received on the upper five bits of the receive bit lanes are
retransmitted to the multiple transmit bit lanes.

A training sequence may contain a mapping indicator to
instruct the memory agent which mapping to use. A training
sequence may also contain various groups of bit transmis-
sions that provide test parameters to the memory agent or
that provide electrical stress patterns that test the signal
integrity of each bit lane. Each of the bit lanes may receive
the same training sequences, or different bit lanes may
receive different sequences, for example, sequences having
different electrical stress patterns.

The training sequences received by the memory agent
may be retransmitted without modification so that they
function as the return sequences, or the memory agent may
modify the sequences or create entirely different sequences.
For example, the memory agent may retransmit most of the
training sequence as the return sequence while moditying
only a small group within the sequence to provide identi-
fying or status information to the memory host.

If memory agents having multiple ports and variable
mapping capabilities according to the inventive principles of
this disclosure are utilized, for example, in a multiple-agent
configuration such as that shown in FIG. 3, the agents may
be constructed so that only the outermost agent provides
loopback operation, while the other agents operate in a
pass-through mode during a testing operation.

Another inventive principle of this disclosure relates to
aligning a core clock in a memory agent to a lane. FIG. 34
illustrates an embodiment of a memory agent, in this
example assumed to be a memory module or buffer, accord-
ing to the inventive principles of this disclosure. The
memory agent of FIG. 34 includes 1/O cells 74, which
receive data signals from lanes, which in this example are bit
lanes, and generate frame signals FRAME. A logic circuit
198 generates a bit align signal BA in response to frame
signals FRAME received from the 1/O cells. A core clock
generator 200 generates a core clock CORE CLK which is
used internally by the memory agent to synchronize one or
more of its operations. The core clock generator generates
the core clock in response to the bit align signal BA, and it
may also synchronize the core clock with a reference clock
REF CLK such as that shown in FIG. 8. A base clock
generator 202 generates a base clock BASE CLK in
response to the core clock. The base clock is utilized by a
memory interface 66 to synchronize it internal operations,
for example to send commands to a memory device that may
be coupled to the memory interface.

The I/O cells may be arranged as part of a redrive circuit
60. A deskew circuit 70 may be coupled between the bit
lanes and memory interface to transfer data from the bit
lanes to the memory interface. The BA signal may be used
by the deskew circuit to align data with one of the bit lanes.

In one example embodiment, the core clock may be
aligned to the slowest bit lane. This may reduce or minimize
latency if the arrangement of FIG. 34 is used, for example,
in a system in which commands are passed from the bit lanes
to a memory device that is coupled to the memory interface.

Some possible implementation details for another
example embodiment of the arrangement of FIG. 34 are as
follows. Each /O cell may establish its own alignment and
drives its FRAME signal to indicate when the bit or frame
alignment has been established. The logic circuit 198 may
OR the FRAME signals to generate the BA signal which is
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used by the deskew circuit to align data from all of the bit
lanes with the slowest bit lane. Data from bit lanes that are
too fast are delayed in the deskew circuit. The core clock
generator 200 may align the core clock to the slowest bit
lane. This may possibly reduce or minimize the time from
the last bit of an address/command arriving at the memory
agent to the time it can be used by a memory device coupled
to the memory interface. The third base clock generator 202
may generate a base clock (which may be used as a
command clock) at some multiple frequency of the core
clock. Additional logic circuitry may generate a data inter-
face clock DATA CLK for the memory interface as a delayed
version of the core clock. If the arrangement of FIG. 34 is
used, for example, in a system that transfers frames as
described above with respect to FIG. 31, one or more of the
clock signals used by the memory interface may be delayed
only long enough to allow the “A” command to propagate
through the memory interface.

The inventive principles are not limited to the various
embodiments described above with respect to FIG. 34. For
example, in FIG. 34, the deskew circuit is shown separately
from the I/O cells. The deskew circuit, however, may be
integrated into the 1/O cells, possibly between a redrive path
and a deserializer, or possibly even directly in a redrive path.
As a further example, the deskew circuit of FIG. 34 is shown
utilizing the same bit align signal that may be used to align
the core clock to the bit lanes, but the deskew circuit may
also utilize or include separate logic circuitry to align data to
one of the bit lanes.

The embodiments described herein may be modified in
arrangement and detail without departing from the inventive
principles. Accordingly, such changes and modifications are
considered to fall within the scope of the following claims.

The invention claimed is:

1. A memory agent comprising:

a memory interface;

a memory channel having a plurality of data lanes;

a core clock generator coupled to the memory interface;

and

a logic circuit coupled between the data lanes and the core

clock generator to align the core clock to one of the data
lanes.

2. A memory agent according to claim 1 wherein the logic
circuit is capable of aligning the core clock with the slowest
one of the data lanes.

3. A memory agent according to claim 1 further compris-
ing a deskew circuit coupled to transfer data between the
data lanes and the memory interface, and coupled to the
logic circuit to align data with one of the data lanes.

4. A memory agent according to claim 1 wherein each
data lane comprises an 1/O cell to generate a frame signal.

5. A memory agent according to claim 4 wherein the logic
circuit is coupled to the 1/O cells to generate an align signal
responsive to the frame signals.

6. A memory agent according to claim 5 wherein the logic
circuit is capable of generating the core clock responsive to
the align signal.

7. A memory agent according to claim 6 further compris-
ing a base clock generator coupled to the core clock gen-
erator to generate a base clock responsive to the core clock.

8. A memory agent according to claim 1 wherein the
memory agent comprises a memory buffer.

9. A memory agent according to claim 1 wherein the
memory agent comprises a memory module.

10. A memory agent according to claim 1 wherein the
memory agent comprises a memory controller.
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11. A memory agent according to claim 1 wherein the data
lanes comprise bit lanes.

12. A system comprising:

memory agent comprising:

a memory interface;

a memory channel having a plurality of data lanes,

a core clock generator coupled to the memory interface,
and

a logic circuit coupled between the data lanes and the
core clock generator to align the core clock to one of
the data lanes; and

a memory controller coupled to the data lanes.

13. A system according to claim 12 wherein the logic
circuit is capable of aligning the core clock with the slowest
one of the data lanes.

14. A system according to claim 12 wherein the memory
agent further comprises a deskew circuit coupled to transfer
data between the data lanes and the memory interface, and
coupled to the logic circuit to align data with one of the data
lanes.

15. A system according to claim 12 wherein the memory
agent is a first memory agent, and further comprising a
second memory agent coupled to the first memory agent.

16. A system according to claim 15 wherein the second
memory agent comprises:

a second core clock generator, and

a second logic circuit coupled between the data lanes and

second core clock generator to align the second core
clock to one of the data lanes.
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17. A system according to claim 15 wherein the second
memory agent further comprises a second deskew circuit
coupled to the plurality of data lanes.

18. A method of operating a memory agent comprising:

receiving a plurality of data signals on a plurality of data

lanes in a memory channel;

aligning a core clock with one of the data lanes; and

coupling the core clock to a memory interface.

19. A method according to claim 18 wherein aligning the
core clock with one of the lanes comprises aligning the core
clock with the slowest one of the data lanes.

20. A method according to claim 18 further comprising
deskewing the plurality of signals received on the data lanes.

21. A method according to claim 18 further comprising
generating a base clock responsive to the core clock.

22. A method according to claim 18 wherein aligning the
core clock comprises generating a plurality of frame signals
responsive to the plurality of signals received on the data
lanes.

23. A method according to claim 22 wherein aligning the
core clock further comprises generating an align signal
responsive to the plurality of frame signals.

24. A method according to claim 23 wherein generating
the align signal comprises ORing the plurality of frame
signals.

25. A method according to claim 18 further comprising
generating the core clock responsive to a reference clock.
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